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ABSTRACT

Commonly in surveys respondents carrying a stigefiase responding or will give false reports. Warfi€¥65)
introduced the technique of Randomized Responsé.(RBny RR models wen are based on the use of ambded

response technique. In this paper we develop angR&asion for the Scrambling method proposed bgsiin (2012).
KEYWORDS: Randomized Response, Ranked Set Sampling
1. INTRODUCTION

Take a populatioy of identifiable units. The researcher selectsrapda formU and obtains response Yoand
aims estimating the population mean of the variaifl¢’. Consider that the response ¥ois sensitive. Respondents
carrying a stigma will refuse responding or will/gifalse reports. This situation is often encowetteén survey research
when information on induced abortions, drug abwasel family income, accepting briberies, etc., iguined. Warner
(1965) introduced the technique of Randomized RespoRR). The theory of estimating the mean of m@sitige

guantitative variabl& is commonly developed using the scrambled resptbmique.

Gupta-Thornton (2002), (GT), proposed a RR proceduat provides more confidence to the respond@ihisir

model was improved by Hussain (2012).

Ranked Set Sampling is challenging common sammegde as it generally generatesds togains in accuracy
with respect to simple random sampling with repfaeet (SRSWR). It was proposed by Mcintyre in 1968 has been
extended to more sophisticated problems, see Chah @004). Some recent results are Al-Saleh An@mari (2002),
Al-Nasser (2007), Bouza (2010). In this paper weetlip an RSS extension of the model of HussainZ201

2. RR PROCEDURE

The need of obtaining true responses through theofiRkR is a recurrent theme in applications. Wiesiter a
population of person8 = (1,-:+,i,-:+, N). TakeY; as the value of a variable BfandY with possible stigmatizing values.

N
Zi:1 Yi

An estimate is required pf = -

Gupta and Thornton (2002) considered the samplésigd to be random sampling with replacement (SREWR
and proposed a RR procedure based on a two-stdpmézation mechanism. In addition to the sensitigeiableYthe
statistician determines a probabilitydensityfunefior)and a non-sensitive variabl&® is generated. Hence are

knownE (X) = uy € RandV(X) = ¢2 € R*.
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The sampler also fixes a randomizer that genenatkependent Bernoulli distributeggivith E(8) = T. In the first

stage, the interviewee generates a value and on the second stage generates a valgie of

B { 1 implies that he or she reports the true value of Y
B = 0 implies thathe or shereportsZ =X +Y

Therefore, the report is the random variable

B, =BY,+(1—=B)Z;,i=1,-,n.

The expectation and variance of the report are

EvB) =TV, +(1-TX;+Y),i=1-,n

V(B) = EB}) — (Tuy + (1 — Tux)?

As is used a simple random sampling with replacef@RSWR)
E(Ev(B)) = Tuy + A = T)(ux + py), i = 1,1,

Then an unbiased estimator is

fiy =B — (1 - Ty Z% i=1Bi — (1 =Ty,

With variance

" 2 (1-T)(c%+Tu?
V(,uy) Z‘:l_Y_i_ (‘7: #X)’

See Gupta-Thorton (2002).

Hussain (2012) proposed a new model. It is basedhenselection of two responses from each respanden
Each response was used for computing an estimafioey are correlated but have equal variances.prbeedure is as

follows:

Revised Gupta & Thornton RR (H-GT)
Fix a Randomization mechanism (RM) that generatgspendent Bernoulli variabl@swith probabilityT
Fix a mechanism that generates a random variabléh densityf (x)

The respondenti” is requested to us&(x) and he/she generates two valueX o;;, j = 1,2

s
The respondent uses RM for selecting between:

(i) Reporting the true response on the sensitivialoke Ywith probabilityT.

(ii) ReportingZ;; = X; + Y;; with probabilityl — T, j = 1,2.

Now each respondent’s reports are modeled by

Ry = B;Y; + (1 _ﬂj)Zij:i =1-,nj=12

We will now consider the cag®(p;) = T,j = 1,2.
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Two estimators are compuid = % iR+ (1 —Tuyandfy_ = % iR — (1 —Tuy.
Both estimators are unbiased and Hussein (201Pppeal to use the combined estimator
fyw = Wilyy + (1 =W)ay_,W €]0,1]

with variance

V(yw) = W2V (lyy) + (1 = W)V (iy-) + 2W (1 — W)Cov(y, fiy-)

It is readily obtained that both variances are etjua

N 2 (1-T)(c&+Tu%
V(ax) = ‘;_y + (ox+7i3)

n

On the other hand
A A 1
Cov(fyy, fy-) = wz i=1 Xir=1 Cov(Rig, Riv3)

1 1
= =5 (i Cov(Rin, Rivy) + X2y Cov(Rin R, ,)) = 522y Cov(Ru, R, )
As
Cov(Ri1,Riz) = E(Riy, Riz) — E(RyE(Ry,) = of + (1 —T)(af + Tug)

o + (1-1)(03+Tu%)
n n

Cov(fyy, fiy-) =
Then using H-GT for obtaining responses from a darsglected with SRSWR an unbiased estimats, aé
PAyw = Wiy, + (1 —=W)ay_, W €]0,1[.

Its variance is given by

. o2
V(dyw) = .

Hence this RR procedure does not increase the samgiror by scrambling the variable in the randmation

response procedure.
3. RSS ALTERNATIVES

We will consider the use of RSS. It consists ingbkection ofn independent samples of sizeusing SRSWR.
Dell-Clutter (1972) established that in such caseobtain not the i-th OS but thiéh — judgmental’ one. See Stokes (1977)
and Patil et al. (1995) for studies on the useomicomitant variables for ranking the sampled ufite application of RR

is an important theme, see an example in Bouzab)201

Denote byY¢.q), *, Yie.t) " Yiemy the corresponding order statistics (OS) of thekednsamples, The OS’s
Yty Yier) -+ Yie-my@re measured by the sampler. The process is rejdeatel, ---, r times (cycles). Tak¥,.., as the

OS measured in the cycle k in sampl&he sample mean of the RSS design is
Vrss = ﬁ m Xk Ytk
As
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E(Y(t t)k) = ,u-Y(t); t= 1’ e, m; k= 1: T
And
1vr
Uy = ;Zkﬂ Hy @)
We have the unbiasednes§,Qf. As the samples are independent
— 1
V(@rss) = —- 21 0y0)
From the relation
O—;(t) = oy - Alzl(t)'AY(t): Hy@) — Hy

We derive

> — o 1 m A2
V(Frss) = —= = —= it By

Ranking the selected individual should be made mliged hat is the case in many applications. Talkeubke of

medical records, subjective predictionsYgfetc. Take the ranking variable as a concomitantableA. In practice we

prefer thatd be correlated withy.
Now the report is the OS
R = BY e + A =Byt = 1, mpk = 1,1
Where

Z(t:t)k = Y(t:t)k + Xk

X.,is the result of generating a valueXbtisingf (x) by the respondent rankedn the RSS-samplein the cycle

From this reasoning we derive the following result:

Proposition: If we use GT for obtaining responses from an R8fcted from a finite population using an

auxiliary variabled correlated witiy. Considering the = mr reports:
R(t:t)k = .BY(t:t)k + (1 - .B)Z(t:t)klt =1, mk=1,-,r
1) An unbiased estimator gf is

. = 1
Uy(rss) = Ryss — (1 = TNuy = oy &t=1 Yh=1 Rtk — (1 = T)py.

. el A o2 (1-T)(c%+Tu? 1
2) Its variance i¥ (yrss)) = 2% + % ——- Xl A

Proof:

As

E(R(t:t)k) =Tpy + (A -T)ux +puy) =Tuy + A —Dpx, t =1, mk =1,
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E(fiy(rss)) = Hyand the unbiasedness of the estimator is derived.

On the other hand

V(R(t:t)k) = E(Rz(t:t)k) = (Tpy + (1 = T)uy)?

The first term is

E(R?t.or) = E(B*Y o + (1 = B ZEpp + 2B — B (e Z ek )
=T} +07) + A =Tk + o5y +ud +0¢),t =1, mk=1,,r
Therefore

V(R(t:t)k) = (M}Z’ + O-lz(t)) +(1- T)(#)Z( + Uf(t) + pf + oy — Zﬂxliy) = (Tuy + (1 = Tux)? = U}g(t) +
(1 —T) (0% + Tux)

and

A a2 1-T)(o% +Tp.2 1
V(fiyresy) = 2+ TR _ 1y a2

n n m2r
The last term irV(ﬁy(rss)) is the gain in accuracy due to the use of RSS.

In some applications the members of the k-th seteclample may be convinced to share the valuefeof t
generated values df. Then the ranking is made ¢h= A and we deal with OS’s &. If X is not correlated witly we
have that the unbiasednesgipf.s;, holds and

,\ o? (1_T)(0)2(_;22ﬁ1 A?{(t)*'Tﬂ)Z()
V(ﬂy(rss)|X) =L+ - A= Bxe) — Ux

mr n

This result can be considered as a Corollary tgpthgious proposition

Corollary 4: Under the conditions of Proposition 34it= X is used for ranking, we have to:
1. If X is Uncorrelated with ¥

Reepor = BYeor + (1 — B (Xex + X )yt = 1, ,mpk = 1,7
1.1). An Unbiased Estimator Ofuyls

ﬁY(rss|X) = #Z?lzl Yk=1 R(t:tlY)k = (1 = T)py.

1.2). Its Variance Is

1
o, -1 (oF+Tu— 511 03 1)

V(ﬁY(rsle)) = n
2. If X is Correlated with ¥
R(t:th)k = Bzy(t:t)k +(1- ﬁ)(X(t:t)k + Y(t:t)k)'t =1 mk=1-71

2.1). An Unbiased Estimator Ofuy Is
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A 1
Py rssix) = EZ?& Yk=1Repor — (1 — Ty

2.2). Its Variance Is

N o2 (A-T)(o%+Tu? 1 1
V(Ayssix) =5+ QToaTiy) (; Libdjp+ @ —T) (; t=1 Alzf(t)))

n
These results suggest that using a probabilitytfonavith large values o|fAy(t)| increases the gain in accuracy.
In the RSS extension of H-GT we have the reports
R(t:t)kl = .BY(t:t)k +(1- .B)Z(t:t)k, R(t:t)kz = .By(t:t)k -(1- .B)Z(t:t)k
The corresponding unbiased RSS-estimators are
Ar(rsse) = == X% Neoy Reeoyir — (1= Ty, fiyrssmy = — 2% They Rz + (1 = 1),
The unbiased estimator of jis
ﬁy(rssw) = Wﬁy(rss+) +(1- W)ﬁy(rss—)
We have two possible cases when the ranking varialdonsidered.
Case 14 # X
o 1
V(:aY(rssW)) = Ty T m =1 A}2’(t)-

Case 24 = X andY

2
V(ﬁY(rsszX)) = O;I_Y
The last result holds because in that case thengigk random.
CONCLUSIONS

These result indicates that, using RSS is recomateruhly if we have additional information that ai®

obtaining a non-random ranking of the sensitivéalde.
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